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Abstract: Our design rules offers maximally energfficient Gb/s!Th/s edgerouter upgrade
paths. One path assumes 10% average traffic intensity with 68% esfBoggncy gains over 5

upgrades, while 30% traffic load enables 45% eneffigiency gains over 9 generations.
OCIS codes: (060.0060 Fiber optics and optical communicatio@60.4256) Network optimization

1. Introduction

Optimisation of router power consumption is an intaot issue[l] as offered bandwidth continugto increase
exponentially (NielsenOs L4@]), despite empirical estimat§3] that router power consumptightends to increase
sublinearly with capacityC, i.e. P! C*. This is especially true for edgeuterslocated at active remote nodes
(ARNSs), e.g. forActive Optical Network (AON) architectures in negeneration optical access networks, which
may be locally powerefbr assistedby smaltmedium scale renewable (solar, wind) energy soufges.issue with
respect to energy efficiency is that the power consumption of routers dogereoallyscale well with the traffic
load, or even the capacity gradually installed over a routerOs lifetiméi{®Fid equipment approach¢4] and
masterslave configuratins of paired router§s] offer important energy efficiency saving@]. Here, themaster
equipment (with a high power requiremeén},.:..) deals with those (relatively few) periods of time with high
traffic demand, whilst the slave equipment is optimally designed to cope with smaller traffic loads, up to a threshold
level L7, and to consume a significantly lower powegg,. A masterslave configuration is most appropriate for
telecoms equipment exhibiting a relatively inelastic energy consumption profile with respect to traffic deignand,
routers are known toconsume up to 90% of maximum power even in their idle[8lakég.1 slows an edgerouter

in a mastesslave configuration Additional advantages of the mastdave configuration include the fact that
switching-on and poweringlown times carbe relaxedsince only the (simple) switch at the input requires a very
fast switchirg time. In addition, redundancy in the mastkve configuration offerpotentially greater resilience
(and reliability) during operatignassisted by relaxed router equipment technical specifications, i.e. slower
switching-on and-off times (with overlaping operating times), so that the mastiave devices can be operated less
OaggressivelyO. For lower traffic intensities, e.g. a normalised traffic Iéad @¥, substantial energgfficiency
savings of”">68% are theoretically possib[®]. However, forfuture system upgrades, the migration trajectory
offers possibilities for energgfficiency (OpEx) as well as cost (CapEx) optimization. E.g. when upgradRig
throughputcapacity, the larger mastedgerouter of a first generation (I) configuration che reused to become
the slave router for a mastsiave configuration in the second generationdthitectureas indicated in Fig.1(b)
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Fig.1.(a) Masterslave configuration foedgerouters (b) Schematic of two successive generations (1) &dflimasterslave configurations

There is a tradeff between anticipated energfficiencygainsas a function of expected average traffic intensity
versus the CapEx costs of either adopting relatively few system upgrades by bnilgemerous futweproofing

and hence greater ovprovisioning; as opposed to assuming a higher frequency of system upgrades over time, but
operating each system at closer to its maximum capg@uitywever with reduced opportunity for energfficiency
saving3. In the nex section, we evaluate potential energy savings as a function of the traffic intensity.



2. Poisson Traffic Intensity Model

We assume thahdependent, identically Poissalistributedpackets arrive at thARN via a Poissorprocesssuch
that for a maximm capacityN packetsper secondi.e. corresponding to the masestgerouter capacity! ,,,qster !

I'l , wherel is the average packet length in bits), the instantaneous traffic leasvith an average (modal) traffic
intensityL = 1" , where! is the normalized average traffic intensity. The resulting probability that at any instant
packetsper secondire incoming ip(n!!) ! !'e'' /'l which isemployedto be symmetrical about=0.5s0 that

for a full capacity (=1), as well as the zerodd case /(=0), the distribution becomes a delta function. The total
power dissipated by the mastave configuration is given by the probabilisticallgighted sum of individual
power consumptions of the two devices:

hy ! "
! 1"I#$ ! !slave fo' ! (n)! '+ !master fL! ! (! )! (1)
Eqn.(1) indicates that once the traffic intensity reaches a threshold %aJuben traffic is switched between the
routers; the required value bf (which corresponds to the maximum capacity of the slave rGutgp ! !! ;) is an

optimization problem, depending on the average (expected) traffic inténsitd the relative values bf, ,s:., and
Pyyg0, (Proportional to master andCﬁ@s;%, respectively.) The overall energy savipagsible is given by the weighted
summation (integration) of the operating powers of the two routers divided by the power of the master device:
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Fig.2 plots Eqn(2) as the normalised threshold valle! L, /! is varied. As might be expected, for the two
extreme cases df ! | and!; ¥ 1 when the master router is used for 100% of the time, then the marginal
improvement (gain) in energy efficiency reduces to zBetween these two extreme caskswevey the aergy
efficiency shows a maximum, particularly for the cases of low traffic ldads,! . Inset in Fig2 is a plot of the
locus of the energgfficiency maxima for varying , its convexity arising from the sdmear P! C* relationship
Table 1 tabulates thealues of the optimised maximum enefefficiency gains” with their optimum normalised
threshold leveld; for different average loads. As the average traffic intensity increases towards maximum
capacity, the possible energfficiency savings fromhte masteslave approach reduce greatlgtuitively this can
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be understood by noting that the swimber threshold/; increases with , meaning that the slave router capacity
(and therefore its power consumption) approaches that of the master devicmriiadised threshold loag can
now also be understood to be the ratio of the master and slave router capacii€Siy,e/! g0, -

3. Future-Proofed Upgrade Trajectories

The optimized normalized threshold logdwhich depends on the value assumed!fpcan therefore be uses a
design tool to calculate optimum values for mastigerouters in a futureapacityupgrade scenario. REmploying
a master router as the new slave in a-{gexteration system means agopt the following design rule:
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Here, the superscripts (Il) and (I), respectively, indicate the next (second) generation, and previous (first) generation.
By adopting a nexgjeneration master routith capacity indicated by3f, we maintain the same relative master
slave scaling, and hence the same optimum ereffgyyency gain. In the following analysis, we calculate two
possible upgrade trajectory scenarios, basefi=ihl and/ =0.3. Fig.3(a) shows the upgrade path f6=0.1 as we
increase overakdgerouter node capacity from 1.@5b/s through to I'b/s. Our baseline assumes-&l/s router
consumef the order ofL00 W power. Each generation is shown as a different colour, where each suhe i
appropriate plot oEqn.(1), representing the expected average power consumptibrisagaried for the particular
masterslave configuration. The minimum in each curve (e.g. for generation (I) this is%W\B82@ 190Mb/s)
represents the optimum em@ting point for/z; and hence in this case the average (expected) power consumption for
a configuration with maximum master capacity at the high end of the curveGhb/8band slave capacity at that
minimum point (190Mb/s), i.ell; ! 1" _ The high end of each curve coincides with the minimum (i.e. optimum
operating point) of the nexgeneration curve. Hence the master capacity of the previous generation becomes the
slave capacity of the subsequent upgrade. In such a way we follg® tiérelationship (i.e. the main diagonal of

the graph) but continue to enjoy an average 68.1% eradfigiency gain. Five upgrade generations are required to
attain a 1Th/s ARN edgeroutercapacity e.g, as may be required in the 2030 timefrafig 3(b) slows a different
upgrade trajectorassuning a higher average traffic intensity 6£0.3, consisting of nine generations to upgrade
from 655Mb/s to 1Thb/s, but with a lower average enesgfficiency gain ofnow only 45.7%.
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Fig.3. Upgrade trajectoesfrom 1Gb/s# 1Tb/s:(a) 5 generations fof =0.1, efficiency gair'=68.1%; (b)9 generations fof =0.3,and "=45.7%.

4. Discussion

Two differing upgrade trajectorieBave beerpresented hereoffering very different migration profiles. While Fig.
3(a)offers fewer upgrade stages and a higher enrefiijgiency gain, the system is highly overovisioned; whereas

Fig. 3(b)indicates an approach that runs closer to maximum capacity for each generation, but requires more frequent
upgrades and offers a lowenergyefficiency gain. A fuller techn@conomic comparative analysis of these two
migration paths is the subject of another paper.
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